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FIG. 1: Setup. (a) Three level ladder (⌅) system coupled to a cavity field. The cavity field resonantly couples the upper states
|gi and |ei of a ⌅-system with a coupling constant g (single line), while it is far o↵ resonance by a detuning � from the lower
transition between |fi and |gi, where it interacts with a coupling constant g0. The lower transition is driven by a classical
field (double line). (b) Numerical and analytical results for the error probability for the first step of the protocol as a function
of deviation from  = g, parameterized by ↵ = ( � g)/g. We use the parameters of [4] (coherence time T ⇤

2 = 92 µs, and
anharmonicity � = (2⇡)206 MHz), but a reduced coupling constant g = (2⇡)5.3 MHz. Full line: numerical results. Dashed
line: analytical results. Dashed dotted line: approximate optimum discussed in the text. The pulse length is chosen according
to an approximate optimization [30] with n = 8.

the absence or presence of a single photon we can use a ⇡/2-pulse on the |fi ! |gi transition to map this onto the
atomic population. The overall transformation in the first step is then given by

|0i | 0i ! |0i |gi
|1i | 0i ! |1i |fi ,

(2)

which exactly realizes a conditional flip of the atomic state. The second step consists in sending in signal photons
from the left as shown in Fig. 2 (b). Since the transmission or reflection of these photons is determined by the atomic
state, the presence or absence of a photon in the first step controls the transmission in the second step. Hence the
whole procedure implements a single photon transistor where the gate field controls the propagation of the large signal
field for a time only limited by the lifetime T1 of the atomic populations.

a b

FIG. 2: Steps of the single-photon transistor operation. (a) First step. A gate field is sent in symmetrically from the left and
right. This makes it indistinguishable whether the photon was reflected or transmitted, but still a phase di↵erence is imparted
on the atom (see text). This phase di↵erence can be used to flip the atom depending on the presence or absence of a photon
in the field. (b) Second step. A strong signal field is sent in from the left. The field is reflected if the atom is in state |gi (full
arrow), and transmitted if the atom is in state |fi (dashed arrow).

To get a concrete estimate of the functioning of the transistor we assume the incident gate pulse to have a Gaussian
temporal profile

f(t) / e�(t�T/2)2/4�2
T , (3)

with a width �T . We restrict the dynamics to a finite time interval [0, T ] and choose the ratio n = T/�t su�ciently
big, e.g., n = 8, that we can ignore the pulse area outside this interval. Assuming equal probabilities to receive a
photon or not during the first step we find the average error probability for setting the qubit cavity system
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Circuit quantum electrodynamics with a spin qubit
K. D. Petersson1, L. W. McFaul1, M. D. Schroer1, M. Jung1, J. M. Taylor2, A. A. Houck3 & J. R. Petta1,4

Electron spins trapped in quantum dots have been proposed as
basic building blocks of a future quantum processor1–3. Although
fast, 180-picosecond, two-quantum-bit (two-qubit) operations can
be realized using nearest-neighbour exchange coupling4, a scalable,
spin-based quantum computing architecture will almost certainly
require long-range qubit interactions. Circuit quantum electrody-
namics (cQED) allows spatially separated superconducting qubits
to interact via a superconducting microwave cavity that acts as a
‘quantum bus’, making possible two-qubit entanglement and the
implementation of simple quantum algorithms5–7. Here we com-
bine the cQED architecture with spin qubits by coupling an indium
arsenide nanowire double quantum dot to a superconducting
cavity8,9. The architecture allows us to achieve a charge–cavity
coupling rate of about 30 megahertz, consistent with coupling rates
obtained in gallium arsenide quantum dots10. Furthermore, the
strong spin–orbit interaction of indium arsenide allows us to drive
spin rotations electrically with a local gate electrode, and the
charge–cavity interaction provides a measurement of the resulting
spin dynamics. Our results demonstrate how the cQED architec-
ture can be used as a sensitive probe of single-spin physics and that
a spin–cavity coupling rate of about one megahertz is feasible,
presenting the possibility of long-range spin coupling via super-
conducting microwave cavities.

The weak magnetic moment of the electron makes it difficult to
couple spin qubits that are separated by a large distance. Approaches
to transferring spin information include physically shuttling electrons
with surface acoustic waves or using exchange-coupled spin chains,
both of which are experimentally challenging to realize11–13. An at-
tractive alternative for realizing long-distance spin-qubit interactions
is to interface spins with a superconducting microwave cavity in the
cQED architecture. Unfortunately, direct coupling between a single
spin magnetic dipole and the magnetic field of the cavity results in a
spin–cavity coupling rate of gM/2p< 10 Hz, which is much too weak to
be useful for quantum information processing14. Recent experiments
have explored coupling ensembles of spins to superconducting reso-
nators, with the large number of spins, NS < 1012, giving a e N1=2

S
enhancement in the spin–cavity coupling rate15–17.

Another approach to spin–cavity coupling relies on the spin–orbit
interaction18. Spin–orbit coupling mixes spin and orbital degrees of
freedom, resulting in spin states that have some orbital character, the
spin–orbit doublets, jXæ and jYæ. Although electron spin states cannot
be coupled directly to an electric field, the spin–orbit interaction en-
ables electrical control by perturbing the orbital component of the
electron wavefunction. Fast, coherent electrical control of spin states
in quantum dots has been demonstrated in InAs nanowires where the
spin–orbit interaction strength is large8,9,19. The cQED architecture
could be used to couple two distant InAs nanowire quantum dot spin
qubits with the spin–orbit interaction enabling a significantly increased
spin–cavity coupling rate, gS (ref. 18). In this Letter, we take the first
steps towards realizing this approach and couple the electric field of a
high-quality-factor superconducting cavity to an InAs nanowire
double quantum dot (DQD) device. We determine the charge–cavity
coupling rate, gC, for the molecular orbital states of a single excess

charge in the DQD. Then, with each of the two quantum dots acting
as a spin qubit, we perform fast electrical spin-state control followed by
single spin read-out using the microwave cavity. Our results demon-
strate that spin qubits, which require substantial magnetic fields for
their operation, can be readily integrated into the superconducting
cQED architecture and pave the way for long-range coupling of spin
qubits via microwave cavities.

Our hybrid spin-qubit/superconducting device is shown in Fig. 1.
We fabricate a half-wavelength superconducting Nb resonator (the
cavity) with a resonance frequency of f0 5 v0/2p< 6.2 GHz and
quality factor of Q < 2000 (Supplementary Information, section
2). The amplitude and phase responses of the cavity are detected
using a homodyne measurement with a microwave probe frequency
fR (ref. 5). We couple a single InAs nanowire spin qubit to the
electric field generated by the cavity18. The qubit consists of a
DQD defined in an InAs nanowire8,9. A series of Ti/Au depletion
gates create a simple double-well confinement potential containing
(NL, NR) electrons, where NL and NR are the numbers of electrons in
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Figure 1 | Hybrid DQD/superconducting resonator device. a, Circuit
schematic and micrograph of the hybrid device design. Transmission through
the half-wavelength superconducting Nb resonator is measured using
homodyne detection at a frequency fR. Standard d.c. transport measurements
are made possible by applying a source–drain bias, VSD, to the DQD using
a ,4-nH spiral inductor that is connected to the voltage node of the resonator23.
See Supplementary Information, section 1, for further details. b, c, Scanning
electron micrograph (b) and cross-sectional schematic view (c) of a typical
nanowire DQD. The left and right barrier gates (BL and BR), left and right
plunger gates (L and R), and middle gate (M) are biased to create a double-well
potential within the nanowire. The drain contact of the nanowire, D, is
grounded, and the source contact, S, is connected to an antinode of the
resonator, oscillating at a voltage VCavity(t). An a.c. voltage at a frequency fG is
applied to gate M to generate an oscillating electric field, E0.
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Figure 1 | Hybrid DQD/superconducting resonator device. a, Circuit
schematic and micrograph of the hybrid device design. Transmission through
the half-wavelength superconducting Nb resonator is measured using
homodyne detection at a frequency fR. Standard d.c. transport measurements
are made possible by applying a source–drain bias, VSD, to the DQD using
a ,4-nH spiral inductor that is connected to the voltage node of the resonator23.
See Supplementary Information, section 1, for further details. b, c, Scanning
electron micrograph (b) and cross-sectional schematic view (c) of a typical
nanowire DQD. The left and right barrier gates (BL and BR), left and right
plunger gates (L and R), and middle gate (M) are biased to create a double-well
potential within the nanowire. The drain contact of the nanowire, D, is
grounded, and the source contact, S, is connected to an antinode of the
resonator, oscillating at a voltage VCavity(t). An a.c. voltage at a frequency fG is
applied to gate M to generate an oscillating electric field, E0.
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Quantum computation

as a static displacement of the BAW that depends on LC
photon number nLC. The displacement can be estimated as

!LC ! xB
!0

nLC!LC

!LC " "þ i#B=2
; (5)

where xB is the harmonic oscillator length of the BAWand
#B is the BAW damping rate. For typical BAW parameters
at "! 1 GHz, one finds xB ! 10"16 m and #B ! 100 kHz,
so that !LC=!0 & 10"3 even for nLC ! 100. Hence, the
BAW contributes negligible quantum noise for our
purposes.

LC-spin protocols.—LC-spin protocols can be executed
by the swapping method with fidelity well over 95%. Q
values as high as 5$ 105 have been reported for an LC
circuit [14], giving a decoherence rate of 2 ms"1. Motional
decoherence rates of 0:5 s"1 have been demonstrated in a
cryogenically cooled ion trap with an ion height of
150 $m and 1 MHz motional frequency [15]. This rate
scales as !1=d4 [16], so that, at our 25 $m height, we
estimate a rate of 0:5 ms"1. Spin decoherence is negligible
on these time scales [7]. Hence, the overall decoherence
rate is 2:5 ms"1, limited by LC damping. The total
spin-LC operation requires two LC-motion swaps, each
taking 3 $s, and the spin-motion protocol, with typical
Rabi frequency !0 ! 2%$ 100 kHz [7]. A typical spin-
motion protocol requires approximately a %=2-pulse time,
so the total time required for the LC-spin protocol is
10 $s. The infidelity is given by the ratio of decoherence
rate to operation rate, i.e., 0.03.

Quantum interfaces between LC and spin can be
achieved through a Jaynes-Cummings spin-motion inter-
action [7]. If the LC mode is regarded as the microwave
analog of a linear-optical qubit, this interaction serves as a
quantum logic interface between ion spin and single-rail
microwave photon qubits. A %=2 pulse of the interaction
performs an LC-spin CNOT gate.

An alternative LC-spin quantum interface swaps
spin-dependent displacement of the ion motion into the
LC mode. The unitary evolution for such a protocol is
given by

Ueffð&Þ ¼ exp½ð&aþ &)ayÞ'x*: (6)

Such an operation could be used to teleport a super-
position of spin states into a superposition of coherent
LC states.
These interactions allow us to use the LC and ion modes

as quantum buses for more complex tasks. The Jaynes-
Cummings LC-spin interaction enables quantum commu-
nication between LC circuits in independent cryogenic
environments, as shown in Fig. 3(a). Each ion interface is
controllably coupled to a high-finesse optical resonator.
After LC-spin coupling, the spin is mapped to the polar-
ization state of an outgoing optical photon, as in recent
experiments [17]. Overall, this set of operations coherently
couples the microwave photon state to the optical domain.
In particular, one could entangle independent supercon-
ducting qubits via conditional photon measurements [18].
This task is impossible using direct microwave signaling,
owing to the thermal noise of microwave links at room
temperature.
The spin-dependent LC displacement lets one perform

nonlocal ion spin-spin gates on a single chip through a
shared LC mode [Fig. 3(b)]. The spin-spin bus is based on
the spin-dependent displacement operation Dð&q'yÞ. Two
ions (with identical phonon frequencies) in multiple traps
are capacitively coupled to the LC circuit. Performing four
spin-dependent displacements that enclose a square in
phase space with side length L ¼ &Jz, one picks up a

phase of 2jLj2 ¼ 4j&j2ð1þ 'ð1Þ
z 'ð2Þ

z Þ, which is the desired
spin-spin interaction [19]. Along with single qubit gates,
this interaction provides a sufficient gate set for universal
quantum computation [20].
Spin-dependent displacement of the LC causes a super-

position of spin states to evolve into a superposition of LC
coherent states. Such superposed coherent states can
detect field displacements with Heisenberg-limited sensi-
tivity [21]. In the present context, these states enable
Heisenberg-limited metrology of small voltages at micro-
wave frequencies. The mean photon number in the gener-
ated state can exceed 100 for our parameters. The rms
voltage is then !0:1 mV and can be estimated at
sub-$V precision in a single shot.
Resistance to motional heating.—Rapid technical

advances in superconducting circuits mean that the LC

FIG. 3 (color online). Quantum buses enabled by LC-motion coupling. (a) Quantum communication between LC circuits in
independent cryogenic environments. (b) Nonlocal ion spin-spin gates on a single chip.
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The Quantum SI

• Defining quantities based upon fundamental constants 
and agreed upon physical law, with accepted realizations 

• What is quantum about it? Some quantities limited by 
quantum effects in realization; others determined by 
single particle quantum physics 

• Quantum technology: all of the above… plus using 
entanglement and multi-body physics to go beyond 
those limits
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Optical light as a force

Laser

Measurement: Calibration:

[ G. Shaw, J. Lehman, … ]
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Non-demolition measurement of power
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Recent examples of  
phononic and photonic resonators
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Silicon nitride  
membranes

acoustic Bragg reflection, couples via radiation pressure to
both optical resonances.

An illustration of the experimental apparatus used to cool
and measure the OMC nanomechanical oscillator is shown
in Fig. 2. In order to precool the oscillator, the silicon sample
is mounted inside a Helium flow cryostat. For a sample
mount temperature of 6.3K, the thermal bath temperature of
the mechanical mode is measured to be 18 K (thermal
phonon occupation of nb ¼ 94 phonons) through optical
measurements described below. At this temperature the
breathing mode damping rate to the thermal bath is found
to be!i=2" ¼ 43 kHz. The optical resonances of the OMC
cavity aremeasured to have total damping rates of#c=2" ¼
390 MHz and #r=2" ¼ 1:0 GHz for the cooling and read-
out modes, respectively. An optical fiber taper is used to
evanescently couple light to and from the OMC cavity.
Utilizing piezoelectric stages, the taper is positioned to
the side of the nanobeam cavity and placed in contact
with the surface of the silicon microchip surrounding the
suspended nanobeam. In this scheme, the fiber taper runs
approximately parallel to the nanobeam, and can be rigidly
mounted at a prescribed nanoscale gap from the nanobeam.
For the taper-to-nanobeam gap used here (& 200 nm), the
coupling rate to the fiber taper waveguide is approximately
#e;c=2" ¼ 46 MHz for the cooling mode and #e;r=2" ¼
300 MHz for the readout mode.

A Hamiltonian describing the coupled OMC cavity sys-
tem is given by Ĥ ¼ @ð!r þ grx̂=xzpfÞâyâþ @ð!c þ
gcx̂=xzpfÞĉyĉþ @!mb̂

yb̂, where ĉ (ĉy) and â (ây) are the
annihilation (creation) operators for photons in the cooling
and readout modes, respectively, and x̂ % xzpfðb̂y þ b̂Þ is
the displacement operator of the breathing mode with b̂y

(b̂) the phonon creation (annihilation) operator. xzpf , the

mode’s zero-point fluctuation amplitude, is estimated to be
2.7 fm from FEM simulations. The zero-point optome-
chanical coupling rates are determined from measurements
of the optically-induced damping of the mechanical mode
[13] to be gc=2" ¼ 960 kHz and gr=2" ¼ 430 kHz for
the cooling and readout modes, respectively.
As alluded to above, resolved sideband cooling in opto-

mechanical cavities follows physics which is formally
similar to the Raman processes used to cool ions to their
motional ground state [1]. A cooling laser, with frequency
!l ¼ !c &!m, is tuned a mechanical frequency below
that of the cooling cavity resonance of the OMC, giving
rise to an intracavity photon population nc. Motion of the
mechanical oscillator causes scattering of the intracavity
cooling beam laser light into Stokes and anti-Stokes side-
bands at !c & 2!m and !c, respectively. Since the anti-
Stokes sideband is resonant with the cavity at !c, and
#c < !m, the anti-Stokes optical up-conversion
process is greatly enhanced relative to the Stokes
down-conversion process, leading to cooling of the me-
chanical mode. Assuming a deeply resolved sideband
system (#c=!m ' 1), the backaction cooled mechanical
mode occupancy is approximately given by hnic ¼
!inb=ð!i þ !cÞ [16,17].
Optical scattering of the intracavity light field can also

be used to read out the motion of the coupled mechanical

FIG. 2 (color online). Schematic of the experimental set-up.
Two narrowband lasers (linewidth (300 kHz) are used to inde-
pendently cool and readout the motion of the breathing mechani-
cal mode of the OMC cavity. The 1500 nm (readout) and
1400 nm (cooling) laser beams are passed through variable
optical attenuators (VOAs) to set the laser power, and combined
at a wavelength multiplexer ($-MUX) before being sent into the
cryostat through an optical fiber. Transmission of the 1500 nm
readout beam through the OMC cavity, collected at the output
end of the optical fiber, is filtered from the 1400 nm cooling
beam light via a bandpass filter, preamplified by an Erbium-
doped fiber amplifier (EDFA), and detected on a high-speed
photodetector (PD2) connected to a real-time spectrum analyzer
(RSA). An optical wave meter ($-meter) is used to monitor both
the cooling and readout laser frequencies. The optical reflection
from the cavity is used to perform EIT-like spectroscopy [22] on
both the readout and cooling cavity modes. Other components
are: amplitude-modulation (a-m) and phase-modulation (%-m)
electro-optic modulators, fiber polarization controller (FPC),
swept frequency radio-frequency signal generator (rf-sg), lock-
in amplifier (lock-in), and optical switches (SW).

FIG. 1 (color online). (a) A scanning electron micrograph of
the silicon nanobeam optomechanical cavity. Finite-element
method (FEM) numerical simulations of the electric field am-
plitude of the (b) first- and (c) second-order optical modes of the
cavity which are used for cooling and probing the mechanical
motion, respectively. (d) FEM numerical simulation showing the
displacement amplitude of the coupled breathing mechanical
mode.
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Of the various superconducting qubits, the Cooper pair box11 is
especially well suited for cavity QED because of its large effective
electric dipole moment d, which can be 104 times larger than in an
alkali atom and ten times larger than a typical Rydberg atom12. As
suggested in our earlier theoretical study12, the simultaneous com-
bination of this large dipole moment and the large vacuum field
strength—due to the small size of the quasi one-dimensional
transmission line cavity—in our implementation is ideal for reach-
ing the strong coupling limit of cavity QED in a circuit. Other solid-
state analogues of strong coupling cavity QED have been envisaged
in superconducting13–20, semiconducting21,22, and even micro-
mechanical systems23. First steps towards realizing such a regime
have been made for semiconductors21,24,25. To our knowledge, our
experiments constitute the first experimental observation of strong
coupling cavity QED with a single artificial atom and a single
photon in a solid-state system.

The on-chip cavity is made by patterning a thin superconducting
film deposited on a silicon chip. The quasi-one-dimensional co-
planar waveguide resonator26 consists of a narrow centre conductor
of length l and two nearby lateral ground planes, see Fig. 1a. Close to
its full-wave (l ¼ l) resonance frequency, qr ¼ 2pnr ¼ 1=

ffiffiffiffiffiffi
LC

p
¼

2p6:044GHz; where n r is the bare resonance frequency, the reso-
nator can bemodelled as a parallel combination of a capacitorC and
an inductor L (the internal losses are negligible). This simple
resonant circuit behaves as a harmonic oscillator described by the
hamiltonian H r ¼ "q r(a

†a þ 1/2), where ka†al¼ kn̂l¼ n is the
average photon number. At our operating temperature of
T , 100mK, much less than "q r/kB < 300mK, the resonator is
nearly in its ground state, with a thermal occupancy n , 0.06. The
vacuum fluctuations of the resonator give rise to a rootmean square
(r.m.s.) voltage V rms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"qr=2C

p
< 1mV on its centre conductor,

and an electric field between the centre conductor and the ground
plane that is a remarkable E rms < 0.2 Vm21, some hundred times
larger than in the three-dimensional cavities used in atomic micro-
wave cavity QED3. The large vacuum field strength results from the
extremely small effective mode volume (,1026 cubic wavelengths)
of the resonator12.
The resonator is coupled via two coupling capacitors C in/out, one

at each end (see Fig. 1b), to the input and output transmission lines
that allow its microwave transmission to be probed (see Fig. 2a–c).
The predominant source of dissipation is the loss of photons from
the resonator through these ports at a rate k ¼ q r/Q, whereQ is the
(loaded) quality factor of the resonator. The internal (uncoupled)
loss of the resonator is negligible (Q int < 106). Thus, the average
photon lifetime in the resonator Tr ¼ 1/k exceeds 100 ns, even for
our initial choice of a moderate quality factor Q < 104.
The Cooper pair box (CPB) consists of a several micrometre long

and submicrometre wide superconducting island which is coupled
via two submicrometre size Josephson tunnel junctions to a much
larger superconducting reservoir, and is fabricated in the gap
between the centre conductor and the ground plane of the resonator,
at an antinode of the field (see Fig. 1c). The CPB is a two-state
system described by the hamiltonian13 Ha ¼2ðEeljx þ EJjzÞ=2,
where Eel ¼ 4ECð12 ngÞ is the electrostatic energy and EJ ¼
EJ;maxcosðpFbÞ is the Josephson energy. The overall energy scales
of these terms, the charging energy EC and the Josephson energy
E J,max, can be readily engineered during the fabrication by the
choice of the total box capacitance and resistance respectively, and
then further tuned in situ by electrical means. A gate voltage Vg

applied to the input port (see Fig. 2a), induces a gate charge ng ¼
VgCg*=e that controls E el, where Cg* is the effective capacitance
between the input port of the resonator and the island of the CPB. A
flux bias Fb ¼ F/F0, applied with an external coil to the loop of the
box, controls E J. Denoting the ground state of the box as j # l and the
first excited state as j " l (see Fig. 2d), we have a two-level system
whose energy separation Ea ¼ "q a can be widely varied as shown in
Fig. 3c. Coherence of the CPB is limited by relaxation from the
excited state at a rate g1, and by fluctuations of the level separation
giving rise to dephasing at a rate gJ, for a total decoherence rate
g ¼ g1/2 þ gJ (ref. 13).
The Cooper pair box couples to photons stored in the resonator

by an electric dipole interaction, via the coupling capacitance Cg.
The vacuum voltage fluctuations Vrms on the centre conductor of
the resonator change the energy of a Cooper pair on the box island
by an amount "g ¼ dE0 ¼ eVrmsCg/CS. We have shown12 that this
coupled system is described by the Jaynes–Cummings hamiltonian
H JC ¼ H r þ H a þ "g(a †j2 þ ajþ), where jþ (j2) creates
(annihilates) an excitation in the CPB. It describes the coherent
exchange of energy between a quantized electromagnetic field and a
quantum two-level system at a rate g/2p, which is observable if g is
much larger than the decoherence rates g and k. This strong
coupling limit3 g . [g, k] is achieved in our experiments. When
the detuning D ¼ q a 2 q r is equal to zero, the eigenstates of the
coupled system are symmetric and antisymmetric superpositions
of a single photon and an excitation in the CPB j^ l¼ ðj0; " l^
j1; # lÞ=

ffiffiffi
2

p
with energies E^ ¼ "(q r ^ g). Although the cavity

and the CPB are entangled in the eigenstates j ^ l, their
entangled character is not addressed in our current cavity QED
experiment which spectroscopically probes the energies E^ of the
coherently coupled system.
The strong coupling between the field in the resonator and the

CPB can be used to perform a quantum nondemolition (QND)
measurement of the state of the CPB in the non-resonant (dis-
persive) limit jDj.. g: Diagonalization of the coupled quantum
system leads to the effective hamiltonian12:

H < " qr þ
g2

D
jz

" #
a†aþ 1

2
" qa þ

g2

D

" #
jz

Figure 1 Integrated circuit for cavity QED. a, The superconducting niobium coplanar

waveguide resonator is fabricated on an oxidized 10 £ 3mm2 silicon chip using optical

lithography. The width of the centre conductor is 10 mm separated from the lateral ground

planes extending to the edges of the chip by a gap of width 5 mm resulting in a wave

impedance of the structure of Z ¼ 50Q being optimally matched to conventional

microwave components. The length of the meandering resonator is l ¼ 24mm. It is

coupled by a capacitor at each end of the resonator (see b) to an input and output feed
line, fanning out to the edge of the chip and keeping the impedance constant. b, The
capacitive coupling to the input and output lines and hence the coupled quality factor Q is

controlled by adjusting the length and separation of the finger capacitors formed in the

centre conductor. c, False colour electron micrograph of a Cooper pair box (blue)
fabricated onto the silicon substrate (green) into the gap between the centre conductor

(top) and the ground plane (bottom) of a resonator (beige) using electron beam lithography

and double angle evaporation of aluminium. The Josephson tunnel junctions are formed

at the overlap between the long thin island parallel to the centre conductor and the fingers

extending from the much larger reservoir coupled to the ground plane.
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Small force metrology for atomic force 
microscopy

Sensor	properties:	

• Frequency:	~10.8	kHz	

• Stiffness:	~3000	N/m	

• Mass:		0.76	mg	

• Two	v-grooves	

• Fabry-Perot	Cavity					

(displacement)	

• Mirror	(photon	momentum)

500	um
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Interferometer

Superluminescent	diode	for	

photon	momentum	force

Melcher,	et	al.,	Appl.	Phys.	Lett.,	105,	233109	(2014)	



Optical measurement of spring constant  
for calibrated AFM

Added	mass	method Photon	momentum	method Femtonewton	Resolution

This	work	links	SI	mass,	force,	laser	power	and	

frequency	in	a	portable	reference	device.
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Optomechanics in a cavity: 
photons coupled to phonons

Optical cavitySpring Pump laser
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From force to position:  
the harmonic oscillator

Many ways to balance a force… but first,  
convert to position

At low frequency, harmonic oscillator displaces adiabatically

�x =
F

M!

2
=

a

!

2

For acceleration detection, a frequency-length connection
[ F. Guzman-Cervantes et al., Metrologia (2015) ]

More generally: transduction, superposition, squeezing… 

Estimate position? Interferometry! But it comes with 
measurement back action



�x(0) =� �p(0) � �
2�x(0)

=� �x(t)�x(0) � �t

2m

Measuring at the standard quantum limit

Estimating x(t) limited by momentum

shot noise + backaction + thermal noise

shot noise backaction noise

modon

mass

leaf-style	springs

Example: interferometric measurement

State-of-the-art: 
high enough Q that  
backaction matters!



More photon force? Bounce more times!

In a cavity, many bounces per photon (‘gain’)!

Zero bounce
One bounce
M bounces

p

p(1� p)

p(1� p)M

Statistics? 
Superpoissonian M̄ =

1� p

p

VarM =
1� p

p2
= M̄

1

pConsequence: back 
action matters! Highly 

correlated signal!



Brownian motion primary thermometry

hV (!)V (�!0)i = 4RkbT �(! � !0)R V?

Key challenges:
• realization of the Volt (Josephson effect)
• realization of resistance (Quantum Hall)

Classical

kbT ! ~!
2

✓
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1

exp(�~!)� 1

◆

Quantum

[ see posters yesterday ]



Quantum Brownian motion:  
the mass-temperature connection

x =
�

�
2m�

(a + a†)Recall...
ȧ = ��a� �a +

�
2�ain

m�2�x2� = kbT

Damping => 
equipartition

�a†in(t)ain(t�)� = �NTH�(t � t�)

remainder or to isolate DNA of particular inter-
est based on the initial survey make this a very
practical method for examining the genomic
content of environmental communities.
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Approaching the Quantum Limit
of a Nanomechanical Resonator
M. D. LaHaye,1,2 O. Buu,1,2 B. Camarota,1,2 K. C. Schwab1*

By coupling a single-electron transistor to a high–quality factor, 19.7-mega-
hertz nanomechanical resonator, we demonstrate position detection approach-
ing that set by the Heisenberg uncertainty principle limit. At millikelvin tem-
peratures, position resolution a factor of 4.3 above the quantum limit is
achieved and demonstrates the near-ideal performance of the single-electron
transistor as a linear amplifier. We have observed the resonator’s thermal motion
at temperatures as lowas56millikelvin,withquantumoccupation factors ofNTH#
58. The implications of this experiment reach from the ultimate limits of force
microscopy to qubit readout for quantum information devices.

Since the development of quantum mechanics,
it has been appreciated that there is a funda-
mental limit to the precision of repeated posi-
tion measurements (1). This is a consequence of

the Heisenberg uncertainty principle (2), which
places a limit on the simultaneous knowledge

of position x and momentum p: $x • $p !
%

2
,

where 2& • % is Planck’s constant. When ap-
plied to a simple harmonic oscillator of mass m
and angular resonant frequency '0, this rela-
tionship places a limit on the precision of two
instantaneous, strong position measurements,

what is called the “standard quantum limit,”

$xSQL # ! %

2m'0
(3).

Although the standard quantum limit captures
the physics of the uncertainty principle, it is far
from the situation found when one continuously
measures the position with a linear detector. Lin-
ear amplifiers not only detect and amplify the
incoming desired signal but also impose back-
action onto the object under study (4); the current
noise emanating from the input of a voltage pre-
amplifier or the momentum noise imparted to a
mirror in an optical interferometer are manifesta-
tions of this back-action. The uncertainty principle
again appears and places a quantum limit on the
minimum possible back-action for a linear ampli-
fier. Previous work (5) has concluded that the
minimum possible amplifier noise temperature is

TQL #
%'0

ln3 • kB
. Applying this result to the con-

tinuous readout of a simple harmonic oscillator
yields the ultimate position resolution (6):

$xQL # ! %

ln3 • m'0
( 1.35 • $xSQL, which
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remainder or to isolate DNA of particular inter-
est based on the initial survey make this a very
practical method for examining the genomic
content of environmental communities.
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By coupling a single-electron transistor to a high–quality factor, 19.7-mega-
hertz nanomechanical resonator, we demonstrate position detection approach-
ing that set by the Heisenberg uncertainty principle limit. At millikelvin tem-
peratures, position resolution a factor of 4.3 above the quantum limit is
achieved and demonstrates the near-ideal performance of the single-electron
transistor as a linear amplifier. We have observed the resonator’s thermal motion
at temperatures as lowas56millikelvin,withquantumoccupation factors ofNTH#
58. The implications of this experiment reach from the ultimate limits of force
microscopy to qubit readout for quantum information devices.

Since the development of quantum mechanics,
it has been appreciated that there is a funda-
mental limit to the precision of repeated posi-
tion measurements (1). This is a consequence of

the Heisenberg uncertainty principle (2), which
places a limit on the simultaneous knowledge

of position x and momentum p: $x • $p !
%

2
,

where 2& • % is Planck’s constant. When ap-
plied to a simple harmonic oscillator of mass m
and angular resonant frequency '0, this rela-
tionship places a limit on the precision of two
instantaneous, strong position measurements,

what is called the “standard quantum limit,”

$xSQL # ! %

2m'0
(3).

Although the standard quantum limit captures
the physics of the uncertainty principle, it is far
from the situation found when one continuously
measures the position with a linear detector. Lin-
ear amplifiers not only detect and amplify the
incoming desired signal but also impose back-
action onto the object under study (4); the current
noise emanating from the input of a voltage pre-
amplifier or the momentum noise imparted to a
mirror in an optical interferometer are manifesta-
tions of this back-action. The uncertainty principle
again appears and places a quantum limit on the
minimum possible back-action for a linear ampli-
fier. Previous work (5) has concluded that the
minimum possible amplifier noise temperature is

TQL #
%'0

ln3 • kB
. Applying this result to the con-

tinuous readout of a simple harmonic oscillator
yields the ultimate position resolution (6):

$xQL # ! %

ln3 • m'0
( 1.35 • $xSQL, which
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emitted by the SSET to radiate away ballis-
tically into the substrate.

For our highest couplings, we do observe
substantial scatter in the mechanical noise tem-
perature, beyond the statistical uncertainty (Fig.
4). Changes in mechanical noise temperature
are accompanied by sudden changes in resona-
tor frequency of 100 to 300 Hz, changes in
resonator quality factor of 10%, and changes in
RF-SSET sensitivity of 30%. This behavior
was not observed in a nearly identical sample
that showed much higher stability for large VNR

but was unfortunately destroyed before a com-
plete study could be made.

Because we observe no clear evidence of
back-action, the noise temperature of our SSET
measurement scheme can be evaluated from the
spectrum shown in Fig. 3. With VNR ! 15 V,
we find that the noise temperature of our dis-
placement-sensing scheme at the mechanical
resonance is TSSET

N ! 16 mK ! 17 "#0 !
18 TQL, which gives a position standard devia-

tion of $x !!TSSET
N

TQL
• $xQL ! 4.3 • $xQL. The

position sensitivity of our detection scheme can be
estimated with the equipartition relationship and
our estimate of the resonator mass, meff ! 9.7 •
10–16 kg (21). Our best position sensitivity is

!Sx ! 3.8 fm/!Hz. At base temperature, we find

a quality factor of Q ! 3.5 • 104, which gives an
effective noise bandwidth of $f ! #0/4Q !
903Hz and a position standard deviation of $x !
114 fm with $xQL ! 26 fm. This is the closest
approach to the uncertainty principle limit on
position measurement to date. Further optimi-
zation of the SSET charge readout by improv-
ing our microwave amplifier would allow a
closer approach to the minimum shown in
Fig. 1, with $x % 1.5 • $xQL appearing tech-
nically possible (4).

Although our measurements at 20 MHz are

essentially immune to nonintrinsic noise, which is
ubiquitous at acoustic frequencies, it is interesting
to compare our approach to the quantum limit
with the current sensitivity of ultrasensitive grav-
itational wave detectors. The 4-km Laser Inter-
ferometer Gravitational-Wave Observatory
(LIGO) interferometric detector has achieved $x
! 1000 • $xQL (22) at 100 Hz. A tabletop optical
interferometer has achieved $x ! 23 • $xQL on
the 2 MHz vibrational modes of a 100-g silica
mirror at room temperature (23). The best per-
formance on the readout of displacement trans-
ducers for cryogenic, acoustic gravitational wave
detectors at 1 KHz is $x ! 167 • $xQL (24), with
thermal occupation NTH & 109.

The recent demonstration of nanomechani-
cal displacement detection with an SET mixer

(13) achieved similar position sensitivity !Sx

on a 100-MHz resonator, but because of the
much lower quality factor, larger noise equiva-
lent bandwidth, and lower quantum limit of
motion, the standard deviation of position
achieved was far from the quantum limit:

$x ! 100 • $xQL. This detection scheme did

not possess sufficient bandwidth or sensitivity
to observe the mechanical mode temperature.

The level of position sensitivity and the
approach to low quantum numbers demonstrat-
ed here open the possibility for a wealth of
nanoelectromechanics experiments at mil-
likelvin temperatures: observation of meso-
scopic fluctuations in nanomechanics (25),
quantum-limited feedback cooling (26), and
quantum squeezing (3). By improving the ther-
mal characteristics of our sample and increasing
the frequency of the mechanical mode, we ex-
pect to approach freeze-out to the quantum
ground state, which should show deviations
from the classical equipartition of energy and
evidence for energy quantization and zero-point
motion. In addition, there has been theoretical

work suggesting the possibility of observing
coherent quantum behavior of a nanomechani-
cal device interacting with a superconducting
two-level system (a Cooper-Pair box) (27, 28).
Two critical parameters in this scheme are the
mode temperature, which should determine the
coherence time, and the interaction strength,
which is a function of CGVNR. Using the pa-
rameters demonstrated in this work (Q, TNR

N ,
CGVNR), we expect the interaction to approach
the strong coupling limit 'HI( & "#0 and the
mechanical coherence time to be long enough
(&1 )sec), allowing the possible formation of
entangled states and ultimately tests of quantum
mechanics at the micron scale and beyond (29).
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Fig. 4. The integrated charge
noise power, PNR, scaled by VNR,
versus refrigerator temperature
for different VNR. Right axis
shows the quantum occupation
factor, NTH. Above 100 mK, we
find excellent agreement with
classical equipartition of energy,
PNR * T, shown as the solid line
through the origin. Below 100
mK, we observe a deviation from
this relationship, indicating a dif-
ficulty in thermalizing the nano-
mechanical mode. The arrow in-
dicates the lowest observed
noise temperature, TNRN ! 56 mK
and NTH ! 58. The upper plot
shows both the quality factor,
Q, and the resonant frequency
shift, $F ! F(T) – F(35 mK), ver-
sus temperature, which are ex-
tracted by fitting the thermal
noise peaks at VNR ! 6 V.
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through electrostatic fluctuations from the
SSET back-action or on nearby gates. This does
not appear to be the case, because the behavior
is independent of coupling voltage, as shown in
Fig. 4. Excess noise temperatures due to elec-
trostatic fluctuations from any source should
produce a quadratic dependence with VNR,
which is clearly not observed (12, 19).
We also rule out a long thermal relaxation
time, because the refrigerator is run contin-
uously at base temperature for 72 hours and
we see no sign of continued cooling. None-
theless, we observe a mechanical mode
with noise temperature of T NR

N ! 56 mK,
and a corresponding quantum occupation
factor of N ! T NR

N /TQ ! 58.
The most likely cause of the excess noise

temperature below 100 mK is the "2 pW
dissipated in the SSET, which locally heats
the SiN membrane around the nanomechani-
cal resonator. A simple thermal model using
the measured thermal conductance of a SiN
membrane (20) shows that the dissipated
power is expected to increase the local tem-
perature around the resonator by "50 mK.
This might be remedied by placing the SSET
on the Si substrate and coupling to the nano-
mechanical resonator through a coupling ca-
pacitor. This would allow the hot phonons

Fig. 2. Colorized scanning electron micrographs of the sample. (A)
Metallizations (170 nmAl / 20 nmTi / 20 nmAu) atop a [100] silicon
wafer coatedwith 100 nmof SiN, which has been back-etched using
KOH to form a 55-#m by 55-#m SiN membrane (shown as the
black square in the center.) The Al/Ti/Au film is in contact with the
silicon, which both provides electronic protection for the delicate
device at room temperature and superconducts below 0.8 K. The
inset on the left shows the 130-#m by 130-#m square coil used for
the 1.35 GHz LC resonator. (B) SiN membrane (dark square), the Al
leads to the SSET, and the Au leads to the nanomechanical resonator
and electrostatic gates. (C) Details of the 19.7-MHz nanomechanical
resonator (200 nm wide, 8 #m long, coated with 20 nm of Au atop
100 nm SiN), defined by the regions in black where the SiN has been
etched through. The SSET island (5 #m long and 50 nm wide) is
positioned 600 nm away from the resonator. Tunnel junctions,
marked “J,” are located at corners. A 70-nm-thick gold gate is
positioned to the right of the resonator and is used both to drive the
resonator and to control the bias point of the SSET.

Fig. 3. Charge noise power around the mechanical resonance with VNR ! 15 V. Right peak is
taken at 100 mK and is fit with a Lorentzian, shown as a red line. This noise power is used to
scale the left peak taken with the refrigerator at 35 mK and corresponds to a resonator noise
temperature of TNRN ! 73 mK. This then scales the white-noise floor, which corresponds to a
system-noise temperature of TSSETN ! 16 mK ! 18 TQL. Using the equipartition relation, the
displacement resolution is 3.8 fm/!Hz. The inset shows the driven response, approximately
800 pm on resonance, with the data as circles and a Lorentzian fit as the solid lines. All SSET
measurements are taken with the SSET biased near the double Josephson quasiparticle
resonance peak.
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acoustic Bragg reflection, couples via radiation pressure to
both optical resonances.

An illustration of the experimental apparatus used to cool
and measure the OMC nanomechanical oscillator is shown
in Fig. 2. In order to precool the oscillator, the silicon sample
is mounted inside a Helium flow cryostat. For a sample
mount temperature of 6.3K, the thermal bath temperature of
the mechanical mode is measured to be 18 K (thermal
phonon occupation of nb ¼ 94 phonons) through optical
measurements described below. At this temperature the
breathing mode damping rate to the thermal bath is found
to be!i=2" ¼ 43 kHz. The optical resonances of the OMC
cavity aremeasured to have total damping rates of#c=2" ¼
390 MHz and #r=2" ¼ 1:0 GHz for the cooling and read-
out modes, respectively. An optical fiber taper is used to
evanescently couple light to and from the OMC cavity.
Utilizing piezoelectric stages, the taper is positioned to
the side of the nanobeam cavity and placed in contact
with the surface of the silicon microchip surrounding the
suspended nanobeam. In this scheme, the fiber taper runs
approximately parallel to the nanobeam, and can be rigidly
mounted at a prescribed nanoscale gap from the nanobeam.
For the taper-to-nanobeam gap used here (& 200 nm), the
coupling rate to the fiber taper waveguide is approximately
#e;c=2" ¼ 46 MHz for the cooling mode and #e;r=2" ¼
300 MHz for the readout mode.

A Hamiltonian describing the coupled OMC cavity sys-
tem is given by Ĥ ¼ @ð!r þ grx̂=xzpfÞâyâþ @ð!c þ
gcx̂=xzpfÞĉyĉþ @!mb̂

yb̂, where ĉ (ĉy) and â (ây) are the
annihilation (creation) operators for photons in the cooling
and readout modes, respectively, and x̂ % xzpfðb̂y þ b̂Þ is
the displacement operator of the breathing mode with b̂y

(b̂) the phonon creation (annihilation) operator. xzpf , the

mode’s zero-point fluctuation amplitude, is estimated to be
2.7 fm from FEM simulations. The zero-point optome-
chanical coupling rates are determined from measurements
of the optically-induced damping of the mechanical mode
[13] to be gc=2" ¼ 960 kHz and gr=2" ¼ 430 kHz for
the cooling and readout modes, respectively.
As alluded to above, resolved sideband cooling in opto-

mechanical cavities follows physics which is formally
similar to the Raman processes used to cool ions to their
motional ground state [1]. A cooling laser, with frequency
!l ¼ !c &!m, is tuned a mechanical frequency below
that of the cooling cavity resonance of the OMC, giving
rise to an intracavity photon population nc. Motion of the
mechanical oscillator causes scattering of the intracavity
cooling beam laser light into Stokes and anti-Stokes side-
bands at !c & 2!m and !c, respectively. Since the anti-
Stokes sideband is resonant with the cavity at !c, and
#c < !m, the anti-Stokes optical up-conversion
process is greatly enhanced relative to the Stokes
down-conversion process, leading to cooling of the me-
chanical mode. Assuming a deeply resolved sideband
system (#c=!m ' 1), the backaction cooled mechanical
mode occupancy is approximately given by hnic ¼
!inb=ð!i þ !cÞ [16,17].
Optical scattering of the intracavity light field can also

be used to read out the motion of the coupled mechanical

FIG. 2 (color online). Schematic of the experimental set-up.
Two narrowband lasers (linewidth (300 kHz) are used to inde-
pendently cool and readout the motion of the breathing mechani-
cal mode of the OMC cavity. The 1500 nm (readout) and
1400 nm (cooling) laser beams are passed through variable
optical attenuators (VOAs) to set the laser power, and combined
at a wavelength multiplexer ($-MUX) before being sent into the
cryostat through an optical fiber. Transmission of the 1500 nm
readout beam through the OMC cavity, collected at the output
end of the optical fiber, is filtered from the 1400 nm cooling
beam light via a bandpass filter, preamplified by an Erbium-
doped fiber amplifier (EDFA), and detected on a high-speed
photodetector (PD2) connected to a real-time spectrum analyzer
(RSA). An optical wave meter ($-meter) is used to monitor both
the cooling and readout laser frequencies. The optical reflection
from the cavity is used to perform EIT-like spectroscopy [22] on
both the readout and cooling cavity modes. Other components
are: amplitude-modulation (a-m) and phase-modulation (%-m)
electro-optic modulators, fiber polarization controller (FPC),
swept frequency radio-frequency signal generator (rf-sg), lock-
in amplifier (lock-in), and optical switches (SW).

FIG. 1 (color online). (a) A scanning electron micrograph of
the silicon nanobeam optomechanical cavity. Finite-element
method (FEM) numerical simulations of the electric field am-
plitude of the (b) first- and (c) second-order optical modes of the
cavity which are used for cooling and probing the mechanical
motion, respectively. (d) FEM numerical simulation showing the
displacement amplitude of the coupled breathing mechanical
mode.

PRL 108, 033602 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

20 JANUARY 2012

033602-2

Observation of Quantum Motion of a Nanomechanical Resonator

Amir H. Safavi-Naeini, Jasper Chan, Jeff T. Hill, Thiago P. Mayer Alegre, Alex Krause, and Oskar Painter*

Thomas J. Watson, Sr., Laboratory of Applied Physics, California Institute of Technology, Pasadena, California 91125, USA
(Received 14 September 2011; published 17 January 2012)

In this Letter we use resolved sideband laser cooling to cool a mesoscopic mechanical resonator to near

its quantum ground state (phonon occupancy 2:6! 0:2), and observe the motional sidebands generated on

a second probe laser. Asymmetry in the sideband amplitudes provides a direct measure of the displace-

ment noise power associated with quantum zero-point fluctuations of the nanomechanical resonator, and

allows for an intrinsic calibration of the phonon occupation number.
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Experiments with trapped ions and neutral atoms [1–3],
dating back several decades, utilized techniques such as
resolved sideband laser cooling and motional sideband
absorption and fluorescence spectroscopy to cool and mea-
sure a single trapped particle in its vibrational quantum
ground state. These experiments generated significant in-
terest in the coherent control of motion and the quantum
optics of trapped atoms and ions [4], and were important
stepping stones towards the development of ion-trap based
quantum computing [5,6]. Larger scale mechanical ob-
jects, such as fabricated nanomechanical resonators,
have only recently been cooled close to their quantum
mechanical ground state of motion [7–14]. In a pioneering
experiment by O’Connell, et al. [11], a piezoelectric nano-
mechanical resonator has been cryogenically cooled (Tb #
25 mK) to its vibrational ground state and strongly coupled
to a superconducting circuit qubit allowing for quantum
state preparation and readout of the mechanics. An
alternate line of research has been pursued in circuit and
cavity optomechanics [15], where the position of a me-
chanical oscillator is coupled to the frequency of a high-Q
electromagnetic resonance allowing for backaction
cooling [16,17] and continuous position readout of the
oscillator. Such optomechanical resonators have long
been pursued as quantum-limited sensors of weak classical
forces [9,15,18–20], with more recent studies exploring
optomechanical systems as quantum optical memories
and amplifiers [21–24], quantum nonlinear dynamical ele-
ments [25], and quantum interfaces in hybrid quantum
systems [26–29].

Despite the major advances in circuit and cavity opto-
mechanical systems made in the last few years, all experi-
ments to date involving the cooling of mesoscopic
mechanical oscillators have relied on careful measurement
and calibration of the motion-induced scattering of light to
obtain the average phonon occupancy of the oscillator, hni.
Approach towards the quantum ground state in such ex-
periments is manifest only as a weaker measured signal,
with no evident demarcation between the classical and
quantum regimes of the oscillator. A crucial aspect of
zero-point fluctuations (zpfs) of the quantum ground state

is that they cannot supply energy, but can only contribute to
processes where energy is absorbed by the mechanics. This
is different from classical noise, and techniques that at-
tempt to measure zero-point motion without being sensi-
tive to this aspect (i.e., standard continuous linear position
detection) can always be interpreted classically and de-
scribed by some effective temperature.
A more direct method of thermometry and characteriza-

tion of the quantized nature of a mechanical oscillator, one
particularly suited to small hni and utilized in the above-
mentioned trapped atom experiments [1–3], is referred to
as motional sideband spectroscopy. This method relies on
the fundamental asymmetry in the quantum processes of
phonon absorption from (proportional to hni) and emission
into (proportional to hniþ 1) the mechanical oscillator. In
the case of atomic systems, this asymmetry can be mea-
sured in the motionally generated Stokes and anti-Stokes
sidebands in either the fluorescence or absorption spectrum
of the atom. The ratio of the Stokes to anti-Stokes sideband
amplitudes [ðhniþ 1Þ=hni] deviates significantly from
unity as the quantum ground state is reached (hni ! 0),
and provides a self-calibrated reference for the phonon
occupancy. In the present experiment, we cool a nano-
mechanical resonator to near its quantum ground state,
and measure the asymmetry in the motional sidebands
utilizing a form of resolved sideband spectroscopy based
upon the filtering properties of a high-Q optical cavity with
linewidth narrower than the mechanical frequency.
The cavity optomechanical system studied in this Letter

consists of a patterned silicon nanobeam which forms an
optomechanical crystal (OMC) [30] capable of localizing
both optical and acoustic waves (see Fig. 1). The cavity is
designed to have two optical resonances, one for cooling
and one for readout of mechanical motion. The cooling
mode is chosen as the fundamental mode of the patterned
nanobeam cavity, with a frequency !c=2! ¼ 205:3 THz
and a corresponding free-space wavelength of "c ¼
1460 nm. The readout mode is the second-order mode of
the cavity with !r=2! ¼ 194:1 THz ("r ¼ 1545 nm). An
in-plane mechanical breathing mode at !m=2! ¼
3:99 GHz, confined at the center of the nanobeam due to
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oscillator. For a quantum harmonic oscillator, the noise
power spectral density (PSD) of the oscillator’s position is
equal to [20],

Sxxð!Þ=x2zpf ¼
!hni

ð!m þ!Þ2 þ ð!=2Þ2

þ !ðhniþ 1Þ
ð!m %!Þ2 þ ð!=2Þ2 ; (1)

where ! is the total mechanical damping rate. The asym-
metric zero-point motion contribution to Sxxð!Þ [illus-
trated in Fig. 3(a)] arises from the noncommutivity of
position and momentum operators in quantum mechanics.
This absorption-emission asymmetry has no classical ana-
logue; of course, at high phonon occupation numbers
where hni & hniþ 1, the classically symmetric spectral
density is recovered. Since the optical cavity frequency is
linearly coupled to the position of the mechanical oscilla-
tor, the displacement noise spectrum is imprinted on the
photons leaving the cavity and can be measured optically.

Specifically, consider a readout laser with frequency !lr

and detuning! ' !r %!lr from the readout cavity mode.
The optical power spectrum of the motional sidebands
of the transmitted readout beam leaving the cavity is given
by [16],

Sð!þ!lrÞ ¼
"e;r

2#"r

AðrÞ
% !hni

ð!m %!Þ2 þ ð!=2Þ2

þ "e;r

2#"r

AðrÞ
þ !ðhniþ 1Þ

ð!m þ!Þ2 þ ð!=2Þ2 : (2)

Here AðrÞ
þ and AðrÞ

% are the detuning-dependent anti-Stokes
and Stokes motional scattering rates, respectively, of the

readout laser, given by AðrÞ
( ¼ g2r"rnr=½ð!(!mÞ2þ

ð"r=2Þ2*.
As illustrated in Fig. 3(b) and 3(c), the optical readout

cavity can be used to selectively filter the positive or
negative frequency components of Sð!Þ. For a detuning

! ¼ %!m for the readout laser, AðrÞ
þ + AðrÞ

% , resulting in a
Lorentzian signal with area I% proportional to hniþ 1.

Conversely, a detuning of ! ¼ !m results in AðrÞ
% + AðrÞ

þ ,
producing a signal of area Iþ proportional to hni.
Comparison of the area under the Lorentzian part of the
measured photocurrent PSD of the transmitted readout
laser for detunings ! ¼ (!m, can then be used to infer
the mechanical mode occupancy,

$ ' I%=Iþ % 1 ¼ 1

hni : (3)

This simple argument neglects the backaction of the
readout beam on the mechanical oscillator. In particular,
the mechanical damping rate becomes detuning dependent,

with !( ' ð!i þ !cÞð1( CrÞ for ! ¼ (!m. Here Cr '
jAðrÞ

þ % AðrÞ
% j=ð!i þ !cÞ is the effective cooperativity of the

readout beam in the presence of the strong cooling beam,
and can be found from the measured spectra by the rela-
tion, Cr ¼ ð!þ % !%Þ=ð!þ þ !%Þ. The backaction of the
readout beam also results in a corresponding change in the
phonon occupancy, given by hni( ¼ hnic=ð1( CrÞ for
! ¼ (!m. Here hnic is the mechanical mode occupancy
due to backaction from the cooling beam only. Adding in a
correction for the readout laser backaction, one finds the
following relation between the measured motional side-
bands and the phonon occupancy of the cooled mechanical
oscillator,

$0 ' I%=Iþ
1þ Cr

% 1

1% Cr
¼ 1

hnic
; (4)

where for Cr , 1, we recover the standard relation given
in Eq. (3).
Figure 4 summarizes the measurement results of the

calibrated mechanical mode thermometry and motional
sideband asymmetry for the silicon OMC cavity. These
measurements are performed with the cooling laser locked
a mechanical frequency to the red of the fundamental mode
of the OMC cavity, and the cooling laser power swept from
nc - 1 to 330 (maximum input power of 250 %W). A
much weaker readout laser (Cr , 1) is used to both esti-
mate the mechanical mode phonon occupancy and to com-
pare the motional sideband amplitudes. Locking of the

FIG. 3 (color online). (a) Displacement noise PSD, Sxx, of a
quantum simple harmonic oscillator, plotted against %! for
clarity. (b) Scheme for measurement of the down-converted
(Stokes) motional sideband. Here the readout laser (vertical
arrow; frequency !lr) is detuned a mechanical frequency above
that of the readout cavity resonance (broad solid curve).
(c) Corresponding scheme for measurement of the up-converted
(anti-Stokes) motional sideband. The linewidth of the readout
cavity ("r) and the mechanical resonance (!) are indicated.
Insets to (b) and (c) show a zoomedout spectra indicating the
relative frequency of the cooling cavity mode and cooling laser.
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cooling and readout lasers utilizes a high resolution wave
meter (10 MHz resolution) to set the absolute laser fre-
quency and a weak probe beam to determine the laser-
cavity detuning. Here the weak probe beam is generated
from the cooling or readout laser via electro-optic modu-
lation, similar to the electromagnetically induced trans-
parency (EIT) spectroscopy described in Ref. [22]. The
laser-cavity lock for both cooling and readout lasers is
performed every few minutes, multiplexed in time between
measurements of the phonon occupancy. With the readout
laser set to a detuning ! ¼ !m from the readout cavity, a
Lorentzian spectrum with linewidth !þ and integrated area
Iþ is measured in the readout laser photocurrent PSD, from
which a mode occupancy of hniþ is inferred from a careful
calibration of the optomechanical cavity and photodetec-
tion system parameters [13]. Similarly, by placing the
readout laser at ! ¼ #!m we obtain spectra with line-
width !# and integrated area I# / hni# þ 1, from which
we estimate hni#.

Figure 4(a) plots the readout cooperativityCr, calculated
from the measured !$, versus the mechanical damping
rate "! ¼ ð!þ þ !#Þ=2. The ratios " ' !#=!þ and
hniþ=hni# are plotted in Fig. 4(b). From hni$, the laser

cooled phonon occupation number, hnic, is calculated and
plotted in Fig. 4(c) versus "!. As expected, hnic drops
approximately linearly with "!, reaching a minimum value
of approximately 2:6$ 0:2 phonons. Further cooling be-
low a single phonon has been achieved in similar devices
[13]; however, in this case cooling is limited by the avail-
able power of the 1400 nm cooling laser. Also evident in
Fig. 4(c), at the higher cooling powers, is an increased
scatter and deviation of hnic from the ideal cooling curve
(dashed curve). This can be attributed to optical absorption
in the silicon nanobeam [13], which in this case produces a
power-dependent variation in nb and !i due to both the
readout and cooling laser beams.
In Fig. 4(d), the measured values of the expression#0 are

plotted versus the calibrated value of hnic. Also plotted are
the classical and quantum values of this expression, 0 and
1=hnic, respectively. A clear divergence from the classical
result of #0 ¼ 0 is apparent, agreeing with the deviation
due to zero-point fluctuations of the mechanical oscillator.
This deviation is directly apparent in the measured
spectra, shown for hnic ¼ 85, 6.3, and 3.2 phonons in
Fig. 4(e)–4(g), with the shaded region corresponding to
the noise power contribution due to zero-point motion. At

FIG. 4 (color). (a) Plot of the cooperativity of the readout beam as a function of damped mechanical linewidth. (b) Plot of the
measured ratios !#=!þ (blue () and hniþ=hni# (pink (). (c) Plot of the mechanical mode phonon occupancy, hnic, as a function of
the optically damped mechanical linewidth, "!. The dashed line is the predicted phonon number !inb= "! from an ideal backaction
cooling model. Vertical error bars in (b) and (c) indicate uncertainty in the calibrated phonon occupancy due to uncertainty in the
system parameters and a 95% confidence interval on the Lorentzian fits to spectra. (d) Plot of the asymmetry (#0) in the measured
Stokes and anti-Stokes sidebands of the readout laser for each calibrated measurement of hnic. The horizontal error bars arise from a
2% uncertainty in the transmitted readout laser beam power between detunings ! ¼ $!m, and a 95% confidence interval in the
Lorentzian fits to the measured spectra. The vertical error bars in hnic are the same as in (c). The classical (blue curve) and quantum
mechanical (pink curve) relations for the sideband asymmetry are also plotted. (e)–(g) Plot of the measured Stokes (red curve) and
anti-Stokes (blue curve) readout beam spectra for (from top to bottom) hnic ¼ 85, 6.3, and 3.2 phonons. For clarity, we have divided
out the readout backaction from each spectra by multiplying the measured spectra at detunings ! ¼ $!m by !$. Additionally, we
have plotted the horizontal axis in units of !, and rescaled the vertical axis for different hnic to keep the areas directly comparable. The
difference in the Stokes and anti-Stokes spectra, which arises due to the quantum zero-point fluctuation of the mechanical system, is
shown as a shaded region.
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Optomechanical	Quantum	Correlation	Thermometry

3.6	GHz	vibrational	mode	of	Si3N4	nanobeam

• Brownian	motion	is	an	

absolute	noise	

thermometer	(like	Johnson	

noise)	but	is	hard	to	

calibrate

• Use	quantum	fluctuations	as	intrinsic	force	

standard	

• Look	at	optical	correlations	to	distinguish	

thermal	from	quantum	backaction	force	

(similar	to	Raman	sideband	asymmetry,	but	

technically	easier)	

• Goals:	

▪ Build	on-chip,	photonic	integrated	primary	

thermometer		

▪ Develop	methods	to	observe	quantum	

measurement	backaction	at	room	

temperature

1µm
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Figure 1 | High-quality micro-optomechanical resonator. a, Scanning electron micrograph of the basic mechanical system, which is formed by a doubly
clamped Si3N4 beam. A circular, high-reflectivity Bragg mirror is used as the end mirror of a Fabry–Pérot cavity. The Bragg mirror is made of
low-absorption, alternating dielectric stacks of Ta2O5/SiO2. The magnified section in the inset shows the stacking sequence. b, Micromechanical
displacement spectra shown as noise power spectra of the readout-beam phase quadrature for a locked and an unlocked cavity. The fundamental mode at
!m = 2⇡⇥945 kHz and all higher mechanical modes are identified by finite element simulation. For the cases that involve large Bragg mirror
displacements, we provide the simulated mode profile.

cavity of finesse F ⇡ 3,900 achieves moderate sideband resolution
( ⇡ 0.8!m), which in principle would allow cooling to a final
occupation number hnimin = (2/4!2

m)⇡ 0.16, that is, well into the
quantum ground state14,15. The experimentally achievable tempera-
ture is obtained as the equilibrium state of two competing processes,
namely the laser cooling rate and the coupling rate to the thermal
(cryogenic) environment. In essence, laser cooling is driven (in the
ideal resolved-sideband limit and at detuning � = !m) at a rate
� ⇡ G2/(2) (G is the effective optomechanical coupling rate, as
defined in ref. 16), whereas mechanical relaxation to the thermal
environment at temperature T takes place at a rate (kBT/~Q). The
final achievable mechanical occupation number is therefore, to first
order, given by nf ⇡ (1/� )⇥(kBT/~Q). Amore accurate derivation
taking into account effects of non-ideal sideband resolution can be
found, for example, in refs 14–16, 26. Our experimental parameters
limit the minimum achievable mode temperature to approximately
1mK (nf ⇡ 30). The fact that we can observe this value in the
experiment (see below) shows that other residual heating effects
are negligible. The micromechanical flexural motion modulates
the cavity-field phase quadrature, which is measured by optical
homodyning. ForQ� 1 its noise power spectrum (NPS) is a direct
measure of themechanical position spectrum Sq(!), as described in
ref. 16. We observe a minimum noise floor of 2.6⇥10�17 mHz�0.5,
which is a factor of 4 above the achievable quantum (shot-noise)
limit, when taking into account the finite cavity linewidth, the cavity
losses and the non-perfect mode-matching, and due to the residual
amplitude noise of the pump laser at the sideband frequency of
our mechanical mode. We observe the fundamental mechanical
mode at !m = 2⇡⇥945 kHz with an effective mass meff = 43±2 ng
and a quality factor Q ⇡ 30,000 at 5.3 K (Q ⇡ 5,000 at 300K).
These values are consistent with independent estimates based on
finite-element method simulations yielding!m =2⇡⇥945 kHz and
meff =53±5 ng (see Supplementary Information).

Optomechanical laser cooling requires driving of the cavity
with a red-detuned (that is, off-resonant), optical field6–13. We
achieve this by coupling a second laser beam—detuned by � in
frequency but orthogonal in polarization—into the same spatial
cavity mode (Fig. 2a). Birefringence of the cavity material leads to
both an optical path length difference for the two cavity modes
(resulting in an 800 kHz frequency difference of the cavity peak

positions) and a polarization rotation of the outgoing fields. We
compensate both effects by an offset in� and by extra linear optical
phase retarders, respectively. A change in detuning � modifies
the mechanical rigidity and results in both an optical spring effect
(!eff(�)) and damping (�eff(�)), which is directly extracted by
fitting the NPS using the expressions from ref. 16. Figure 2b shows
the predicted behaviour for several powers of the red-detuned
beam. The low-power curve at 140 µWis used to determine both the
effective mass of the mechanical mode, meff, and the cavity finesse,
F . For higher powers and detunings closer to cavity resonance, the
onset of cavity instability prevents a stable lock (see, for example,
ref. 16). All experimental data are in agreement with theory and
hence in accordancewith pure radiation-pressure effects15.

The effective mode temperature is obtained through the
equipartition theorem. For our experimental parameter regime,
Q � 1 and hni � 0.5, the integrated NPS is also a direct
measure of the mean mechanical mode energy and hence, through
the equipartition theorem, of its effective temperature through
Teff = (meff !

2
eff/kB)

R +1
�1 NPS(!) d!. Note that, for the case of strong

optomechanical coupling, normal-mode splitting can occur and has
to be taken into account when evaluating the mode temperature27.
In our present case, this effect is negligible because of the large
cavity decay rate  . The amplitude of the NPS is calibrated by
comparing the mechanical NPS with the NPS of a known frequency
modulation applied to the laser (see, for example, ref. 28). For a
cold-finger temperature of 5.3 K, we obtain a mode temperature
T = 2.3K, which is consistent with an expected moderate cooling
due to slightly off-resonant locking of the Fabry–Pérot cavity (by
less than 3% of the cavity intensity linewidth). The locking point
is deliberately chosen to be on the cooling side to avoid unwanted
parametric mechanical instabilities. The mean thermal occupancy
was calculated according to hni = kBTeff/~!eff. We note, however,
that Bose–Einstein statistics will have a dominant role as one
approaches the quantum ground state.

Figure 3a showsmechanical noise power spectrawith the cooling
beam switched off and with maximum cooling beam pump power
at 7mW. For a detuning � ⇡ !m, we demonstrate laser cooling
to a mean thermal occupation of 32± 4 quanta, which is more
than 2 orders of magnitude lower than previously reported values
for optomechanical devices10 and is comparable to the lowest
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negative-parity supermode bands. The positive-parity superposition,
designated TE1, corresponds to a manifold of modes that have an even-
parity mode profile for the transverse electric field polarization and a
peak electric field intensity in the centre of the slot gap between the
beams (Fig. 1c). These we term bonded modes13. The negative-parity
(TE–) manifold of modes (the antibonded modes) have an odd-parity
mode profile and a node at the centre of the slot gap (Fig. 1d).

By systematically varying the lattice constant of the devices, and
measuring the parity of the cavity modes using the fibre taper as a
near-field probe18, it is possible to identify the various zipper cavity
modes. For example, for a zipper cavity with photonic-crystal lattice
constant a 5 640 nm, beam width w 5 650 nm and slot gap
s 5 120 nm, the measured transmission scan across the wavelength
range l 5 1,420–1,625 nm is shown in Fig. 2c. From shortest to longest
wavelength, the resonance peaks all have an even mode profile and are
associated with the TE1,0 to TE1,4 modes of the manifold of bonded
modes. Wavelength scans of a different zipper cavity, with larger beam
width, w 5 1.4mm, and slot gap, s 5 250 nm, show a spectrum in
which the manifolds of bonded and antibonded modes overlap
(Fig. 2d). In Fig. 2e, f, we show the measured on-resonance transmis-
sion contrast as a function of lateral taper position for each of the
modes, indicating their even (bonded) and odd (antibonded) mode

character. The optical Q-factor of the zipper cavity mode TE1,0 can
theoretically reach a value much greater than 106 even with the modest
refractive index afforded by the silicon nitride19,21. We have experi-
mentally measured zipper cavity modes with Q-factors in the range of
Q 5 104–105 (finesseF < 104–105). For devices at the high end of the
Q range (Q < 3 3 105), we find a significant contribution to optical
loss from absorption (Methods and Supplementary Information).

Mechanical motion of the zipper cavity nanobeams is imprinted on
the transmitted optical intensity through the phase modulation of the
internal cavity field17. Figure 3a shows the high-temporal-resolution
(blue curve) and low-pass-filtered (red curve) transmitted signals as
the input laser frequency (vl) is swept at low optical input power
(Pi 5 12mW) across the zipper cavity mode TE1,1 shown in Fig. 2c.
The magnified temporal response of the transmitted intensity for a
detuning on the side of the Lorentzian line shape (Fig. 3b) shows an
oscillating signal of frequency ,8 MHz and peak-to-peak amplitude
of roughly a third of the transmission contrast of the resonance. FEM
simulations (Fig. 3c, d) indicate that the lowest-order in-plane com-
mon (h1c) and differential (h1d) mechanical modes of the pair of
coupled nanobeams have frequencies of 8.19 and 8.16 MHz (mass,
mx < 43 pg; spring constant, kh1 < 110 N m21), respectively, when
accounting for ,1 GPa of internal tensile stress in the nitride film19,22.
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Figure 1 | Zipper cavity optomechanical system and experimental set-up.
a, b, Fabry–Pérot (a) and photonic-crystal (b) optomechanical systems.
c, d, Finite-element-method (FEM) simulated bonded (c) and antibonded
(d) supermodes of the zipper optical cavity, shown in cross-section.
e, f, Scanning electron microscope images of a typical zipper cavity,
indicating the beam thickness (t), the slot width (s), the beam width (w) and

the photonic-crystal lattice constant (a). g, Experimental set-up used to
probe the optical and mechanical properties of the zipper cavity. NIR, near
infrared; EDFA, erbium-doped fibre amplifier; VOA, variable optical
attenuator; FPC, fibre-polarization controller; MZI, fibre Mach–Zehnder
interferometer, PDMZ, photodetected Mach–Zehnder transmission; PDT,
zipper cavity transmission.
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Resolved-sideband and cryogenic cooling of an
optomechanical resonator
Young-Shin Park and Hailin Wang*
Cooling a mechanical oscillator to its quantum ground
state enables the exploration of the quantum nature and
the quantum–classical boundary of an otherwise classical
system1–7. In analogy to laser cooling of trapped ions8,
ground-state cooling of an optomechanical system can in
principle be achieved by radiation-pressure cooling in the
resolved-sideband limit where the cavity photon lifetime far
exceeds the mechanical oscillation period9–11. Here, we report
the experimental demonstration of an optomechanical system
that combines both resolved-sideband and cryogenic cooling.
Mechanical oscillations of a deformed silica microsphere are
coupled to optical whispering-gallery modes that can be excited
through free-space evanescent coupling12,13. By precooling the
system to 1.4 K, a final average phonon occupation as low as 37
quanta, limited by ultrasonic attenuation in silica, is achieved.
With diminishing ultrasonic attenuation, we anticipate that the
ground-state cooling can be achieved when the resonator is
precooled to a few hundred millikelvin in a 3He cryostat.

In an optomechanical system, mechanical vibrations induce
changes in the intracavity field as well as in the cavity-resonance
frequency. Dynamical backaction of the radiation pressure can
either damp or amplify the mechanical motion, depending on the
laser detuning14,15. Radiation-pressure cooling as well as active-
optical-feedback cooling has been demonstrated in a variety of
optomechanical systems16–22. Resolved-sideband cooling has also
been realized recently in a toroidal silica resonator11. There are,
however, considerable challenges in combining resolved-sideband
cooling with cryogenic precooling for most optomechanical
resonators23. The lowest average phonon occupation achieved in
optomechanical resonators thus far remains above 1,000 quanta. In
comparison, electromechanical systems can be cryogenically cooled
to temperatures in the millikelvin range in a dilution refrigerator
enabling an average phonon occupation as low as 25 (ref. 24).
Dynamical backaction cooling in these systems has also been
demonstrated recently24,25.

We have developed and explored the use of deformed silica
microspheres as a special type of optomechanical resonator which
are convenient for experimental studies in a cryogenic envi-
ronment. Unlike whispering-gallery modes (WGMs) in conven-
tional symmetric optical resonators such as spherical or toroidal
resonators26,27, WGMs in deformed non-axisymmetric micro-
spheres can be effectively excited in free space through a direc-
tional evanescent tunnelling process. In these deformed resonators,
the angle of incidence is no longer conserved. For WGMs near
the equatorial plane, the angle of incidence becomes closest to
the critical angle in regions 45� away from either the long or
short axis. At relatively small deformation, directional evanescent
escape of WGMs can take place in these regions because the
evanescent decay length as well as the evanescent tunnelling rate
increases exponentially when the angle of incidence approaches
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Figure 1 | Free-space coupling of WGMs. a, Schematic diagram of the
experimental set-up for radiation-pressure cooling through free-space
evanescent excitation of WGMs in a deformed silica microsphere.
b, Scanning electron micrograph of a silica microsphere with deformation
of 4.7%, taken on the side opposite to the attached fibre stem. c, Optical
transmission spectrum, obtained with free-space excitation, of a WGM
resonance near � = 800 nm for a microsphere with d= 30 µm and
deformation <2%. The solid line is a Lorentzian fit.

the critical angle of incidence12. WGMs can thus be excited in
free space by focusing a laser beam to these regions, with the
focal point just outside the sphere surface, as shown schematically
in Fig. 1a (ref. 13). Figure 1b shows a scanning electron micro-
graph of a deformed silica microsphere. Figure 1c shows a WGM
transmission resonance obtained through free-space excitation for
a silica microsphere with a diameter d = 30 µm and deforma-
tion less than 2%. The transmission resonance features a cavity
linewidth /2⇡ = 26MHz, corresponding to an optical quality
factor, Q⇠ 1.4⇥107.

The experimental configuration for free-space excitation of
WGMs can be used simultaneously for homodyne detection of
mechanical vibrations of the optomechanical resonator. For light
circulating in a WGM, mechanical vibrations including Brownian
motion induce a phase shift, which is proportional to the me-
chanical displacement. Optical interferometric measurements of
the induced phase shift provide a highly sensitive measure of the
mechanical displacement28. In the free-space excitation configura-
tion shown in Fig. 1a, the part of the excitation laser beam that is
not coupled to WGMs provides a local oscillator for the homodyne
interferometric detection of themechanical displacement.
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ing mechanical mode. The presence of the circulating
optical power in the silica microtoroid structure
modifies the rigidity of the mechanical mode such
that k=k0+kopt. Near an optical resonance the optical
rigidity !kopt", optical force !Fopt", and the circulating
optical power !Pcirc" are coupled through the follow-
ing equations:

kopt = −
d!! " Fopt"

dz
= − !#dr

dz$dFopt

dr
, !2a"

Fopt =
2#n

c
Pcirc, !2b"

Pcirc =
$PinQ0

4#2nR0

y!1 − y"

d2 + 0.25
, !2c"

where y=QL/Q0 and d= !$−$0" /%$L is the normalized
detuning from the resonant wavelength ($0=2#nr / l,
l is an integer). $ is the laser wavelength, c is the
speed of light, n is the effective refractive index of the
optical mode, and R0 is the radius of the microtoroid.
QL and Q0 are the loaded and intrinsic optical quality
factors of the resonator, respectively. So y quantifies
the optical coupling strength between the waveguide
and the microresonator (y&0.5 undercoupled, y
'0.5 overcoupled, and y=0.5 critically coupled). For
small mechanical frequency shifts ((0)(−(0, as in
the case of radiation-pressure-induced shift) the me-
chanical resonant frequency is estimated as (%(0
+ !kopt/2meff(0". From Eqs. (1) and (2a)–(2c), the op-
tical spring coefficient !*os" can be estimated as

*os =
!!dr/dz"

(0
2meff+0R0

2Q0
2!y2 − y3"d!d2 + 0.25"−2. !3"

This equation describes the behavior of the frequency
shift as a function of normalized wavelength !d", cou-
pling strength !y", and the intrinsic characteristics of
the resonator. According to this equation *os scales as
!1/(0

2"; so selection of a low-frequency mechanical
mode is desirable to boost the optical spring effect.
Note that, as opposed to self-sustained optomechani-
cal oscillation and optomechanical cooling, optical
spring is an instantaneous effect and therefore does
not depend on the mechanical quality factor !Qmech".

Figure 2(a) shows a top-view photograph of the

silica microtoroid used in this work. The output of a
tunable laser is coupled to the optical modes of the
microtoroid by using a fiber taper [shown in Fig.
2(a)]. The transmitted optical power is detected by a
photodetector, and the photocurrent is analyzed by
using an RF spectrum analyzer. The oscilloscope
monitors the optical mode and the detuning from the
resonant wavelength !d". In our experiment the opti-
cal input power !Pin" is always about five times
smaller than Pth; so the mechanical resonator is pri-
marily thermally driven. Figure 3(a) shows the RF
spectrum of the detected optical power. This spec-
trum is the result of thermal fluctuations of the me-
chanical mode imprinting onto the optical probe
power. Using finite element modeling (FEMLAB soft-
ware), we have calculated the first three eigenme-
chanical modes of the microtoroid that match the
measured values (the gray dots). The splitting of the
measured frequencies is due to imperfections in the
silicon pillar that break its cylindrical symmetry.

As noted above, the first eigenmode is used in this
work. This mode has a calculated eigenfrequency of
about 2.4 MHz and intrinsic rigidity of k0=9.5
"103 N m−1. Figure 3(b) shows the cross-sectional
diagram of the microtoroid structure and the defor-
mation associated with the first eigenmechanical
mode. The measured quality factor !Qmech" for this
mode is about 250. Using finite element modeling, we
have also calculated meff !4.18"10−11 Kg", dr /dz
!&0.057", and ! !&0.09". The mechanical resonant
frequency of the first eigenmode measured for six dif-
ferent optical powers and at a fixed detuning !d
=0.5" is given in Fig. 4(a). The linear fit is used to
evaluate the intrinsic mechanical resonant frequency
!f0=(0 /2#=2373.6 KHz" as well as the optical spring
coefficient !*os=1.78 W−1". The ratio of the radiation
pressure induced and the intrinsic rigidity can be es-
timated as kopt/k0%2"*os"Pin (kopt/k0%1.8"10−3

for Pin=500 ,W).
Figure 4(b) shows the measured value of *os at dif-

ferent optical detunings !d" and for three different
optical input powers. The solid line is the theoretical
prediction using Eq. (3) and the simulated values of
meff, dr /dz, and !. The laser is tuned to an optical
mode with a intrinsic quality factor of Q0=6.5"106,

Fig. 2. (a) Top-view photograph of the silica microtoroid
coupled to fiber taper. (b) Schematic diagram of the experi-
mental configuration.

Fig. 3. (Color online) (a) Noise spectra of the eigenme-
chanical modes of the microtoroidal cavity in the RF spec-
trum of the detected optical power. The gray dots are the
simulated values of the first three eigenfrequencies using
finite element modeling (FEMLAB). (b) Cross-sectional dia-
gram of the microtoroid structure and deformation associ-
ated with the first eigenmechanical mode.
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Coupled harmonic oscillators: cooling
Physics 2, 40 (2009)

to the cavity resonance and the Stokes line further away.
This yields an asymmetry in the density of states seen by
the Stokes and anti-Stokes photons and hence an asym-
metry in the rate of their production, as can be analyzed
nicely in the “quantum noise” approach [19, 29].

Although this scheme produces cooling, we cannot
approach the quantum ground state unless the Stokes
intensity is close to zero. This is reasonable since the
Stokes process excites the mechanical system to higher
energy levels. As shown in Fig. 1 (panel c), the huge
Stokes/anti-Stokes asymmetry can be achieved only
in the “good cavity” limit where the cavity resonance
linewidth is smaller than the sideband spacing 2h̄wM.
Another condition is that the optical intensity be high
enough that the resulting optical damping almost in-
stantly removes any thermal phonons that enter the me-
chanical oscillator from the surroundings. Then, the full
quantum expression for the minimum achievable mean
phonon number of the oscillator is [29, 30]

n̄min =
✓

k

4wM

◆2
, (1)

where k is the optical ring-down rate of the cavity.
While not technically easy, one can in principle detect
the approach to the mechanical ground state by the dis-
appearance of the anti-Stokes sideband. Mechanical
and optical resonances hybridize [29, 31] in the strong-
coupling regime when Gopt exceeds the cavity decay
rate k.

At present, experiments have not yet reached the
ground state, though phonon numbers as low as 30 have
been obtained very recently using optomechanical cool-
ing [32, 33]. Current challenges include starting from a
low bulk temperature (requiring cryogenic operation),
ensuring a large mechanical quality factor (which lim-
its the achievable cooling ratio), and fighting spurious
heating from light absorption. Figure 2 illustrates the
current status for intrinsic cooling (without feedback).

Displacement readout

Detecting the mirror’s motion is in principle straight-
forward, since the optical phase shift is directly pro-
portional to the mirror’s displacement x. Typically, the
Lorentzian frequency spectrum of the mirror’s position
fluctuations is obtained in this way. The peak width
yields the total damping rate, including the effective op-
tomechanical damping. The area under the spectrum
reveals the variance of x, which is a measure of the effec-
tive temperature, according to the classical equipartition
theorem.

It is well known that quantum mechanics puts a
fundamental constraint on the sensitivity of any such
“weak” displacement measurement [18, 19]. Indeed, be-
ing able to follow the motion over time with arbitrary
precision would reveal the mirror’s trajectory, which

FIG. 2: Examples of recent progress in optomechanical cooling.
The initial and final phonon numbers are plotted vs mechani-
cal frequency divided by the optical linewidth. The quantum
limit for optomechanical cooling is indicated as a blue curve
[29, 30]. wM/k ⌧ 1 is the “bad cavity” limit, and wM/k � 1
is the “good cavity” limit, for which Eq. (1) holds and ground-
state cooling is possible. Red labels indicate cooling from
room temperature, blue labels refer to cryogenic setups. Ini-
tial phonon numbers vary even for the same temperature due
to different frequencies. Data (and setup pictures, left to right)
from experiments at MIT [6], Laboratoire Kastler Brossel (LKB)
[9], Yale [15], Vienna (IQOQI) [32], MPQ Munich [33], and JILA
at Boulder [34].

is forbidden by Heisenberg’s uncertainty relation. The
photon shot noise limits the precision for estimating the
phase shift. In principle, this can be overcome by in-
creasing the light intensity. However, then another ef-
fect kicks in: The shot noise of photons being reflected
from the mirror imprints an unavoidable “jitter,” mask-
ing the mirror’s “intrinsic” motion. This effect is called
measurement backaction. The standard quantum limit
is reached when both effects are equally strong. It cor-
responds to resolving the mirror’s position to within
its ground state uncertainty, after averaging the signal
over a damping time. The quantum limit has been ap-
proached up to a factor of 5 recently [33], with an im-
precision of 10�18m/

p
Hz. Detecting the measurement

backaction effects is still an outstanding challenge (but
see Ref. [35]). Backaction free measurements of one of
the two quadratures (cosine or sine oscillatory compo-
nents) of the mechanical motion [36] are another option.

However, in order to see genuine “quantum jumps,”
it is necessary to carry out a quantum nondemolition
measurement with respect to an observable that, unlike
position, is conserved by the Hamiltonian. The most im-
portant example in this context would be the phonon
number. Recently, a modified optomechanical setup
was introduced [15, 37], with a movable membrane in
between two fixed end-mirrors. In such a situation, the
optical frequency shift can be made to depend quadrat-

DOI: 10.1103/Physics.2.40
URL: http://link.aps.org/doi/10.1103/Physics.2.40
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Experimental evidence:  
mechanically-induced transparency
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Efficient detection of astrophysical rf photons
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2

FIG. 1: Optoelectromechanical system. The central part
of the optoelectromechanical transducer (a) is an Al-coated
SiN 500µm square membrane in vacuum (< 10≠5 mbar). It
forms a position-dependant capacitor C

m

(x = 0) ¥ 0.5 pF
with a planar 4-segment gold electrode in the immediate vicin-
ity (0.9 µm <≥ d

<≥ 6 µm). A laser beam is reflected o� the
membrane’s Al coating [22], converting its displacement into
a phase shift of the reflected beam. (b) The membrane ca-
pacitor is part of a resonant LC-circuit, tuned to the me-
chanical resonance frequency by means of a tuning capacitor
C

0

¥ 80 pF (see SI for details). A bias voltage V

dc

applied to
the capacitor then couples the excitations of the LC-circuit
to the membrane’s motion. The circuit is driven by a voltage
V

s

in series, which can be injected through the indicated cou-
pling port ‘2’ or picked up by the inductor from the ambient
rf radiation. (c) For a membrane-electrode distance of 0.9µm,
the optically observed response of the membrane to a weak
excitation of the system clearly shows a split peak (dashed
lines: fitted Lorentzian resonances), due to hybridisation of
the LC-circuit mode with the mechanical resonance of the
membrane.

SI)

H
I

= G”q”x = h̄g
em

”q
h̄/2L�

LC

”x
h̄/2m�

m

, (2)

parametrized either by the coupling parameter G =
≠V

dc

C

Õ
(x̄)

C(x̄)

or the electromechanical coupling energy
h̄g

em

. This coupling leads to an exchange of energy
between the electronic and mechanical subsystems at
the rate g

em

; if this rate exceeds their dissipation rates
�

LC

= �
LC

/Q
LC

, �
m

= �
m

/Q
m

, they hybridise into a
strongly coupled electromechanical system [4, 6, 7]. Our
system is deeply in the strong coupling regime (2g

em

=
2fi · 36 kHz > �

LC

∫ �
m

for a distance d = 0.9 µm and a

bias voltage of V
dc

= 16.4 V (Fig. 1c). Here, for the first
time, we detect the strong coupling using an independent
optical probe on the mechanical system.

We have performed an experimental series, in which
the bias voltage is systematically increased, with a dif-
ferent sample and a larger distance d = 5.5 µm. The
system is excited inductively through port ‘2’ (Fig. 1c),
inducing a weak radio wave signal of (r.m.s) amplitude
V

s

= 670 nV, at a frequency � ¥ �
LC

. The response of
the coupled system can be measured both electrically as
the voltage across the capacitors (port ‘1’ in Fig. 1b) and
optically by analyzing the phase shift of a light beam
(wavelength ⁄ = 633 nm) reflected o� the membrane.
Both signals are recorded with a lock-in amplifier, which
also provides the original excitation signal.

The electrically measured response (Fig. 2a) clearly
shows the signature of a mechanically induced trans-
parency [23–25] indicated by the dip in the LC resonance
curve. Independently, we observe the rf signal generated
in the LC circuit optically via the membrane mechanical
dynamics (Fig. 2b). In particular, the electromechani-
cal coupling leads to broadening of the mechanical reso-
nance, an electromechanical damping e�ect analogous to
optomechanical dynamical backaction cooling [26–28], to
a new e�ective linewidth �

e�

= (1+C
em

) ·�
m

, where C
em

FIG. 2: Mechanically induced transparency. Response
of the coupled system to weak excitation (through port ‘2’ in
Fig. 1b) probed though both, (a) the voltage modulation in
the LC circuit (at port ‘1’), and (b) the optical phase shift
induced by membrane displacements. The data (coloured
dots) measured for five di�erent bias voltages agree excel-
lently with model fits (curves) corresponding to g

em

/2fi =
{280, 470, 810, 1030, 1290} Hz. Note that each curve is o�set
so that its baseline corresponds to the applied bias indicated
on the scale between the panels. Grey circles indicate the me-
chanical resonance frequency extracted for each set of data.
A shift ��

m

Ã ≠V

2

DC

can clearly be discerned (dashed line is
a fit). The inset shows the e�ective linewidth of the mechani-
cal resonance extracted from full model fits to the electrically
(circles) and optically (boxes) measured response and simple
Lorentzian fits to the optical data (diamonds).
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Measuring NMR signals optically
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FIG. 2. (a) Experimental setup for EMO NMR composed of an orthogonal pair of coils tuned at the NMR frequency, a
membrane put inside a vacuum chamber, an optical cavity, and a photo-detector. (b) Schematic drawing of the membrane
capacitor. The Au layer on the membrane is electrically floating, and coupled capacitively to the Al pattern on the substrate.
The two electrodes of the capacitor were electrically connected with the rest of the circuit through a pair of contact probes
pushing against the Al pads on the silica substrate. (c) Photograph of the Au-deposited membrane.

III. EXPERIMENT

A. Experimental setup

We aimed at transducing 1H NMR signals induced in a magnetic field of ≈ 1 T from the original rf domain
(ωs/2π ≈ 43 MHz) to the optical domain (Ωc/2π ≈ 300 THz) for a demonstration of EMO NMR. Figure 2 illustrates
the experimental setup. For the opto-mechanical and the electro-mechanical couplings, the mechanically compliant
part was a high-stress silicon nitride (Si3N4) membrane (Norcada) with lateral dimensions of 0.5 × 0.5 mm and a
thickness of 50 nm. On the membrane was deposited a circular Au layer with a diameter of 0.45 mm and a thickness of
100 nm. The effective mass m of the Au-coated membrane oscillator was 8.6× 10−11 kg. We found the fundamental
(1, 1)-drum mode oscillation of the Au-coated membrane at ωm/2π ≈ 180 kHz. The Q factor was about 1,800 in
vacuum with no air damping. Counter electrodes were patterned on a silica plate, and the membrane capacitor was
assembled with a designed gap d0 between the electrodes of 800 nm (see [20] for more detail). The actual gap was
estimatedto be d0 ≈ 1.4 µm [20].

The magnetic field was provided by a nominally 1 T permanent magnet, in which a pair of orthogonal rf coils were
embedded for pulsed excitation of nuclear spins and NMR signal reception, respectively. The excitation coil was a
2-turn saddle coil, while the detection coil was a 10-turn solenoid coil with a diameter of 3 mm (L = 150 nH). In
addition, a pair of planar coils (not shown) were placed outside the rf coil pairs to vary the static magnetic field with
application of dc current around the resonance condition of the proton spins. The membrane capacitor was connected
in parallel with the detection coil together with additional trimmer capacitors with capacitances Ct = 98 pF and
Cm = 21 pF, forming a balanced resonant circuit at ωLC/2π ≈ ωs/2π ≈ 43 MHz with the Q factor of 26.7. The
excitation coil was also impedance-matched at the same frequency. The isolation between these two separate circuits
was 22.5 dB at the resonance frequency.

The design of the optical Fabry-Pérot cavity is described in [20]. Here, the metal-coated membrane served as one of
the two mirrors of an optical cavity for a laser beam with a wavelength of 780 nm. The other mirror with a reflectance
of 97% and a radius of curvature of 75 mm was attached to a ring piezo actuator. The cavity length, which was coarsely
adjusted to 17.5 mm, was locked by the feedback on the piezo to the position where the amplitude of the reflected
laser beam drops half the dip at cavity resonance, so that the membrane oscillation resulted in amplitude modulation
of the laser and thus was imprinted in the optical sideband signal at ωm. Note that the cutoff frequency of the piezo
servo system is far below ωm, so that the mechanical resoponse, which would include the rf signal contribution, can
be safely transduced to the optical sideband signal at ωm.

10

C. 1H spin echo experiment

1H NMR experiments were then carried out at room temperature using 0.1 mol/L aqueous solution of CuSO4 in a
glass test tube (inner diameter 1 mm) with ≈ 2.2×1020 1H spins of water molecules, in which the paramagnetic copper
ions accelerate 1H spin relaxation, allowing rapid repetition of signal averaging. The spin-echo measurement [14] was
performed by applying rf pulses with a power of +17 dBm to the tuned excitation coil through port B in Fig. 2
with the widths of the π/2 and the π pulses of 140 µs and 280 µs, respectively, and the pulse interval of 1 ms. The
inset of Fig. 4 shows a conventional electrical signal of the 1H spin echo obtained by connecting port A in Fig. 2
to a low-noise amplifier, so that the amplified electrical nuclear induction signal could be sent to the conventional
demodulation circuit of the NMR spectrometer. The maximum intensity of the NMR echo signal was −93 dBm at
the input of the low-noise amplifier. The observed decay with a time constant T ∗

2 ≈ 320 µs was dominantly caused
by the inhomogeneity of the magnetic field.
Next, the low-noise amplifier at port A in Fig. 2 was replaced with a drive source for down conversion of the NMR

signal to the mechanical frequency, and the optical output from the Fabry-Pérot cavity was measured under the drive
power of +15 dBm [20]. During the rf pulses, the frequency of the drive was detuned by +400 kHz, so as to decouple
the electro-mechanical interaction and thereby prevent the membrane from being shaken by the excitation rf pulse
leaked to the detection circuit, which, in spite of the 22.5 dB isolation, was still orders of magnitude more intense
than the NMR signals induced in the receiving LC circuit (−92 dBm).
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FIG. 4. 1H spin echo signals in 0.1 mol/L aqueous solution of CuSO4 detected by the EMO approach on-resonance (blue
line) and +2.5-kHz off-resonance (red line). The vertical scale represents the 5000-times average signal intensity in units of the
number of photons reaching the photo-detector per second. The broken line represents a convolution of the electrically-detected
spin-echo signal shown in the inset with an exponential function with a time constant 2/γm. The signal-to-noise ratio S/N is
about 5.4.

Figure 4 shows the electro-mechano-optically detected spin-echo signal (blue line) accumulated over 5000 times with
a repetition interval of 20 ms. For comparison, we performed another measurement with the identical experimental
parameters except for a slight shift in the static magnetic field (≈0.06 mT) to make the 1H spins off-resonant by 2.5
kHz, and verified that the signal disappeared (red line), convincing ourselves that the profile of the optically detected
signal (blue line in Fig. 4) does really originate from the nuclear induction signal.
The difference in the profile of the spin-echo signal obtained by the EMO approach from that in the conventional

electrical scheme can be explained by the transient response of the high-Q membrane. That is, the response b(t) of
the membrane to an excitation a(t), the present case of which is the profile of the electrically detected spin echo, is

determined by the response function h(t) of the membrane through convolution, i.e., b(t) =
∫ t

−∞ h(t − τ) ∗ a(τ)dτ .
Since the spectrum of the fundamental mode of the membrane was well fitted with a Lorentzian function with a width
γm/2π ≈ 100 Hz, we approximated the response function h(t) to be an exponentially decaying function with a time
constant 2/γm, and calculated the response b(t), which was found to reproduce the measured profile of the EMO

Observation of proton 
spin echo via 
transduction

[ Takeda et al., 1706.00532 ]
Coil signal to motion to light



Beyond Kelvin: frequency to  
chemical potential (for light)

The challenge: natural state for photonic system is vacuum
HS + �HSB +HB ! exp[��HS ]

Solution: bring the bath to the system
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[ M. Hafezi, P. Adhikari, JMT, PRB (2015) ]
[ Y. Subasi, C. H. Fleming, JMT, B. L. Hu, PRE (2012) ]
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Figure 1: (a) a thermal bath with modes ˆbj and response
functions with a cutoff !c can be parametrically coupled to
a higher frequency (optical) system with modes âj near the
frequency ⌫p. Additional loss via the high frequency bath can
lead transport from the parametric bath through the system
to the high frequency bath.

where ˆB
j

is a bath operator and there exists â
j

, n
j

such
that [â

j

, n
j

] = â
j

, as occurs naturally for photons. This
property defines particle numbers n

j

and total particle
number ˆN =

P
j

n
j

.
Let us consider what happens when the energy scales of

the bath are small compared to !
p

, but the energy scales
of the system are not. Furthermore, we will decompose
H

S

into H 0
S

+ H
S,? where H

S,? includes all terms that
do not commute with the total number of particles in
the photonic system, given by ˆN =

P
j

â†
j

â
j

. In this
regime, we move to a rotating frame with the unitary
transformation U = exp(�it!

p

ˆN). The transformed sys-
tem Hamiltonian becomes

U†H
S

U � i~U†U 0 ⇡ H 0
S

� ~!
p

ˆN . (3)

where we have neglected U†H
S,?U by making the ro-

tating wave approximation (RWA), requiring ||H
S,?|| ⌧

~!
p

.
Meanwhile, the bath Hamiltonian remains the same,

while the system bath coupling terms become
h
â

j

+ â†
j

+ (e�2i!ptâ
j

+ e2i!ptâ†
j

)

i
B

j

⇡
h
â

j

+ â†
j

i
ˆB

j

(4)
The key approximation is again the RWA to neglect
e2i!ptâ†

j

-type terms, consistent for a bath whose two-
point bath correlation function hB

i

(t + ⌧)B
j

(t)i has a
cutoff frequency !

c

< !
p

. This provides our definition
of a low frequency bath for this paper, with H 0

SB

⌘
P

j

h
â

j

+ â†
j

i
ˆB

j

the system-bath coupling in the RWA.
Through this set of transformations, and the rotating

wave approximation, we have a new system-bath Hamil-
tonian which takes the traditional form

H = H 0
S

� µ ˆN + �H 0
SB

+ H
B

(5)

where we identity µ ⌘ ~!
p

as the chemical potential.
For weak coupling � and an infinite bath at inverse tem-
perature �, we expect the system to thermalize in the
long-time limit to a density matrix

⇢ ⇡ exp

h
��(H 0

S

� µ ˆN)

i
, (6)

i.e., the distribution is exactly that of the grand canonical
ensemble.

The key idea of our approach is to parametrically cou-
ple a low-temperature, low frequency bath to a set of high
frequency modes. The parametric coupler up-converts
bath excitations to photons and down-converts photons
to bath excitations, as shown in Fig. 1. This leads to
thermalization of photons, as long as the bath thermal-
ization rate and the coupling rate between the bath and
photons is faster than other photonic decay rates. These
other decay processes can be accounted for by splitting
the bath into a high frequency (loss) part and a low fre-
quency (parametric bath) part, and making the RWA
only for the latter half. A natural consequence of this
two-bath model is that the system will in general be only
near equilibrium, as particles will flow from one bath to
the other through the system.

3. IMPLEMENTATIONS

Now we show that such a scheme, which provides both
thermalization and a finite chemical potential for pho-
tons, can be implemented in circuit-QED systems for mi-
crowave domain photons and using optomechanics for op-
tical domain photons. Following Caldeira-Leggett model,
in the context of circuits33,34, we consider the bath to be
a collection of transmission lines which can be described
by a quasi-continuum of harmonic oscillators. The bath
Hamiltonian is given by

H
B

=

X

⌫

~!
⌫

✓
ˆb†
⌫

ˆb
⌫

+

1

2

◆
, (7)

where ˆb†
⌫

is the creation operator of an electromagnetic
field quantum at mode ⌫ with frequency !

⌫

. We as-
sume that the transmission lines are in thermal equi-
librium, and thus, hˆb†

⌫

ˆb
⌫

0i =

1
e

~!⌫/kBT�1
�
⌫,⌫

0 . We con-
sider that each mode of the photonic system is coupled
to the bath using non-degenerate parametric amplifiers,
through three-wave mixing. While many configurations
can implement this concept35, we focus on the conceptu-
ally cleanest case: a Josephson parametric amplifier in a
Wheatstone bridge configuration36, as depicted in Fig. 2.

Examining the details of the JJ-Wheatstone paramet-
ric coupler, we assume that each junction has a large
area, and hence, a large capacitance, so that its charging
energy can be ignored. In this approximation, the energy

http://arxiv.org/find/cond-mat/1/au:+Subasi_Y/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Fleming_C/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Hu_B/0/1/0/all/0/1
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Laser cooling of atoms implementation

(a)� (b)� i.� ii.�

p� = p + ~kL

p~kL

~q
~q

p
p� = p + ~q

~kLb†
k

a†
q

kL

�kL

(c)�

-��� � ���
ℏ ω� -ω���

�� �

���

���

���

Ω
Δ�

Quasi-thermal�

Grand 
Canonical
Ensemble�

Gain�

FIG. 1. (a) Cartoon of an ensemble of 3D Doppler cooled two-level atoms interacting with long-

lived system photon modes aq (blue arrows within the light-blue region) and lossy (bath) photon

modes bk (red arrows). The usual laser cooling arises via loss into the bath modes, while scattering

into and out of the blue modes leads to our projected regime of colorbluephoton thermalization.

(b) The dominate atom-photon scattering processes that lead to a grand canonical ensemble of

system photons. (b) i. The atom is excited by the laser field then emits a system photon. (b) ii.

The atom absorbs a system photon then scatters back into the laser field. E↵ective system plus

pump photon number conservation applies due to adiabatic elimination of the atomic excited state

and the rotating wave approximation. (c) Calculated phase diagram of the system photons with

laser Rabi frequency (2⌦) and the laser detuning from the system photon energy(~(!
L

� !
s,q)) as

parameters. For low powers, photon loss prevents detailed balance with the atomic motion, and

only quasi-thermal light is expected (blue and red gradient). At higher powers, photon generation

can exceed loss as per Eq. (1), leading to either gain (green region) and possibly lasing, or the

formation of a grand canonical ensemble for light (yellow). For low powers or large detunings,

photon loss prevents detailed balance with the atomic motion, and only quasi-thermal light is

expected (blue and red gradient). In this diagram we use the physical parameters for 1S
0

� 3P
1

narrow cooling transition [28] with !
A

= 537 THz, �
b

⇡ � = 180 kHz, and �
L

⇡ �157�
b

.
4

[ C.-H. Wang, JMT, arxiv:1706.00789 ]
[ C.-H. Wang, M. J. Gullans, J. V. Porto, W. Phillips, JMT in prep ]

Atomic motion enters into detailed balance 
with scattered light in the high optical depth axis

This detailed balance is in the frame rotating  
with the cooling lasers

add optical cavity (cf. M. Weitz, Bonn), get photonic BEC

(a) i.�

(a) ii.�

(b) i.�

(b) ii.�

µ̃ = ~(!L � !c) µ
o

= ~(!
L

� !
c

� !
o

)

� �� �� �� ��� ���
�� �
ℏ Γ

�

���

���

���

���

�

��
����

� �� �� �� ��� ���
�� �
ℏ Γ

�

�

�

�

-μ�
ℏΓ

	
	 	

GCE 

	

	 	 	
	
	

	

⌦

|�̄L|
= 0.3

⌦

|�̄L|
= 0.1

n
tot

= 102

n
tot

= 103

n
tot

= 104

� �� �� �� ��� ���
�� �
ℏ Γ

�

���

���

���

���

�

��
����

� �� �� �� ��� ���
�� �
ℏ Γ

-�

�

�

�

�

-μ
~

ℏΓ

https://arxiv.org/abs/1706.00789


Thanks! quics.umd.edu 
@quantum_jake

X. Wu J. Zwolak M. Gullans

S. Ragole C.-H. Wang A. Glaudell

M. Tran B. Richman S. Guo

T. Purdy 
K. Srinivasan 

K. Gutter 
Z. Ahmed 
N. Klimov 
G. Strouse

F. Guzman-Cervantes 
R. Wagner 
J. Melcher 
G. Shaw 
J. Pratt 

Thermometry Force

Transduction
E. Polzik 
K. Usami 

A. Sørensen 
E. Zeuthen 

Y. Nakamura 
K. Takeda

Quantum gravity
D. Kafri 

G. Milburn 
D. Carney 
J. Stirling 

C. Speake

http://quics.umd.edu

